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Abstract: Automatic Machine Learning (AutoML) refers to the use of machine learning techniques to automate the entire process of machine 

learning, including data preprocessing, feature selection, model selection, and hyperparameter optimization. As a structured method for rep-

resenting and storing knowledge, knowledge graphs have broad application prospects in automatic machine learning. By fully utilizing the 

information in the knowledge graph, the intelligence and decision-making ability of automatic machine learning systems can be strengthened, 

promoting the development and application of machine learning technology in various fields.
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Introduction
With the rapid development of artificial intelligence technology, automatic machine learning has become an important means of achiev-

ing intelligence. As an efficient way of representing and storing knowledge, knowledge graphs have been increasingly applied and deepened 

in automatic machine learning. By graphing domain expert knowledge, data features, and model selection, it is possible to better support 

decision-making and optimization processes in automated machine learning. However, there are still challenges in the quality, data privacy, 

and computational efficiency of knowledge graphs, which require further research and optimization to promote the further application and 

optimization of knowledge graphs in automatic machine learning.

1. Definition of knowledge graph
Knowledge graph is a technique that represents and stores knowledge in the form of a graph structure. It is a semi-structured or struc-

tured data model used to organize and express entities, attributes, and relationships between entities, as well as their semantic meanings. 

Knowledge graphs can capture and present the essence of domain knowledge and provide machine understandable information. In a knowl-

edge graph, knowledge is represented by nodes, and the relationships between nodes are represented by edges or links. Nodes can represent 

entities in the real world, such as people, places, events, etc. They can also represent concepts, attributes, etc. Relationships or links describe 

the relationships between these nodes, such as synonymous relationships, hierarchical relationships, and associative relationships. The pro-

cess of establishing a knowledge graph involves knowledge acquisition and modeling by domain experts, and can also be supplemented and 

expanded through automated processes. An important feature of knowledge graphs is the use of semantic annotation, which utilizes semantic 

representation techniques to annotate nodes and relationships semantically. This enables machines to understand and infer the knowledge 

contained in the graph. Knowledge graphs are widely used in fields such as natural language processing, intelligent search, and recommenda-

tion systems, providing machines with more comprehensive, accurate, and semantically rich knowledge support.The construction process of 

knowledge graph is shown in Figure 1:

Figure 1.Knowledge Graph Construction Process
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2. The application advantages of knowledge graph in automatic machine learning

2.1 Knowledge graph provides the integration and sharing of domain expert knowledge

A knowledge graph can serve as a unified knowledge base, integrating and sharing the knowledge of multiple domain experts. By 

transforming domain knowledge into a knowledge graph, knowledge from different domains can be structured and presented with semantic 

connections between entities, attributes, and relationships. This enables machine learning algorithms to better utilize both internal and exter-

nal knowledge, thereby improving the training effectiveness and generalization ability of the model. Knowledge graphs can also help address 

the issues of missing and incomplete domain knowledge. By supplementing missing nodes and relationships, knowledge graphs can provide 

more comprehensive and accurate knowledge support, thereby improving the performance of automatic machine learning. At the same time, 

knowledge graphs can also store and update the knowledge of domain experts, achieving long-term accumulation and iterative improvement 

of knowledge, thereby enabling automatic machine learning systems to have the ability to continuously learn and adapt to changes.

2.2 Knowledge graph supports model selection and hyperparameter optimization

Automatic machine learning requires considering the selection of multiple models and hyperparameters to achieve optimal model per-

formance. Knowledge graph can serve as a guide for selecting models and hyperparameters, providing effective knowledge reasoning and de-

cision support. By organizing existing experimental data, domain knowledge, and model evaluation results into a knowledge graph, statistical 

relationships and inference rules in the graph can be utilized to assist in selecting the most suitable model and hyperparameters for a specific 

task. In addition, knowledge graphs can also support comparison and transfer learning between models. By modeling and abstracting the per-

formance and features of different models, the similarity and correlation relationships between models can be defined in a knowledge graph. 

In this way, when encountering new tasks, suitable models can be quickly selected and adjusted based on task requirements and information 

in the knowledge graph, thereby accelerating the process of model development.

2.3 Knowledge graph provides explanations and extensions of domain expert knowledge

In automatic machine learning, the interpretability and interpretability of models are important research directions. Knowledge graphs 

can provide explanatory support for model prediction and decision-making. By explaining the nodes and relationships in the knowledge 

graph, it is clear how the model utilizes domain expert knowledge for decision-making. This interpretability not only helps researchers under-

stand the intrinsic mechanisms of the model, but also helps users evaluate and adjust their trust in the model results. In addition, knowledge 

graphs can provide more comprehensive and in-depth domain expert knowledge by expanding existing knowledge. When encountering new 

data or tasks, the transfer learning and reasoning abilities of knowledge graphs can be utilized to obtain relevant domain knowledge from the 

graph and apply it to model training and optimization. In this way, not only can the performance of automatic machine learning be improved, 

but it can also promote the extension and development of domain knowledge.

3. The application of knowledge graph in automatic machine learning

3.1 Application of knowledge graph in feature selection and data preprocessing

Feature selection and data preprocessing are important steps in automatic machine learning, and knowledge graphs can provide valu-

able support for these steps. The domain expert knowledge stored in the knowledge graph can be used to guide the process of feature selec-

tion. By matching features with entities and attributes in the graph, feature selection can be based on the relevance and importance of domain 

knowledge, thereby reducing data dimensions and improving the effectiveness and generalization ability of the model. Knowledge graphs can 

also be used for missing value filling and outlier handling in data preprocessing. By analyzing the correlation between missing and outlier 

values and the graph, similar instance attribute information can be used to fill or correct them, improving data quality and model reliability.

3.2 Application of knowledge graph in model selection and hyperparameter optimization
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Model selection and hyperparameter optimization are two key tasks in automatic machine learning, and a knowledge graph can serve 

as a knowledge base that includes the performance and features of different models and hyperparameters. By storing and maintaining the 

evaluation results and experimental data of various models in the knowledge graph, users can choose the most suitable model according to 

task requirements. In addition, knowledge graphs can also be used for hyperparameter optimization. Hyperparameters are parameters that 

need to be manually adjusted in a model, and their selection often depends on domain knowledge and experience. By associating hyperpa-

rameters with model performance and attributes in the knowledge graph, statistical rules and inference methods in the graph can be utilized to 

assist in selecting and adjusting the optimal hyperparameters, thereby improving model performance and training efficiency. Figure 2 shows 

the AUC results for different data sets in different AutoML tools:

Figure 2.the AUC Results for Different Data Sets in Different AutoML Tools

3.3 Application of knowledge graph in model interpretation and interpretability

Knowledge graphs can help users understand the reasons and basis for model decisions by providing explanations and supplements 

of knowledge. By explaining the nodes and relationships in the knowledge graph, interpretable support for model decision-making can be 

formed, enabling users to clearly understand how the model makes decisions based on domain knowledge. In addition, knowledge graphs can 

further enhance the interpretability of models. By comparing the output and prediction results of the model with relevant domain knowledge 

in the graph, the consistency of the model’s decisions with human experts can be evaluated. This enhanced interpretability helps to increase 

user trust and recognition of the model, thereby promoting its promotion and application in practical applications.

3.4 Application of knowledge graph in domain knowledge expansion and transfer learning

With the continuous changes in tasks and data, machine learning systems need to have the ability to learn new knowledge and transfer 

previous knowledge. The knowledge graph plays an important role in this regard. By storing and indexing knowledge graphs, it is easy to 

obtain new knowledge and experience from domain experts, and quickly adapt to new tasks and data. In a knowledge graph, not only is the 
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relevant information of the model and data stored, but also the relationships and hierarchical structure between them are preserved. Through 

transfer learning algorithms and knowledge transfer techniques in graphs, existing knowledge and experience in graphs can be utilized to 

quickly transfer learning to new tasks, reducing data requirements and training time, and improving learning effectiveness.

3.5 Application of knowledge graph in open domain knowledge integration and distribution

A knowledge graph can serve as an open platform to integrate and distribute the knowledge of domain experts. By collaborating and 

sharing resources with experts from different fields, various knowledge sources can be integrated into a unified knowledge graph, building a 

comprehensive and multi domain knowledge base. In addition, knowledge graphs can promote the sharing and exchange of domain knowl-

edge. By publishing knowledge graphs in an open manner and allowing users to participate in knowledge supplementation and revision, di-

verse perspectives can be integrated and collaborated. This open knowledge sharing model helps to establish a global knowledge community, 

promoting the rapid development and innovation of automated machine learning.

3.6 Application of knowledge graph in feature engineering

In automatic machine learning, feature engineering is a crucial step, and knowledge graphs can provide valuable domain knowledge 

and semantic relationships. In the future, with the continuous development of knowledge graphs, their application in feature engineering will 

become more intelligent and automated. Through the development of technologies such as deep learning and graph neural networks, intel-

ligent feature selection can be achieved by utilizing the correlation between entities and attributes in knowledge graphs. For example, graph 

neural networks can dynamically determine the importance of each feature based on the rich information in the graph, thereby automatically 

selecting the most representative feature. Knowledge graphs can also be combined with natural language processing techniques to construct 

text features. By matching text data with entities and relationships in the graph, more semantically related text features can be generated. In 

the future, with the development of natural language processing technology, we can more accurately extract and construct features with do-

main expertise from text data.

4. Optimization strategies for the application of knowledge graph in automatic machine learn-
ing

4.1 Data preprocessing

In automatic machine learning, data preprocessing is one of the key steps to ensure model accuracy. And knowledge graphs can provide 

rich information sources for data preprocessing, thereby improving the quality and availability of data. Specifically, entities, relationships, 

and attributes in a knowledge graph can be used to discover and process noise and missing values in data. By classifying and clustering en-

tities and relationships, inconsistencies and duplications in the data can be identified, and then data cleaning and organization can be carried 

out. Meanwhile, the attribute information in the knowledge graph can also help fill in missing values in the data. By calculating the similarity 

of attributes and reasoning relationships, existing data can be expanded to improve the diversity of training data and enhance the model’s 

generalization ability.

4.2 Feature selection

Feature selection is another important step in automatic machine learning, aimed at reducing dimensions and eliminating redundant in-

formation, in order to improve the training efficiency and prediction accuracy of the model. The feature selection method based on knowledge 

graph can utilize information such as relationship paths and attribute similarity in the knowledge graph to evaluate and rank features. By ana-

lyzing the interactions between entities and relationships in the knowledge graph, it is possible to identify attributes that have decision-mak-

ing ability and discrimination in feature representation. In addition, by analyzing the importance and credibility of relationship paths, feature 

combinations with high predictive ability can be found to improve the model’s generalization ability to new data. Therefore, feature selection 
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methods based on knowledge graphs can help automatic machine learning systems select and utilize key features more accurately, improving 

model performance.

4.3 Model training

During the model training process, knowledge graphs can provide rich semantic information for automatic machine learning systems 

to better understand and represent data. On the one hand, by linking entities and relationships in the knowledge graph to data samples, a more 

diverse and abstract representation of the samples can be constructed. This can better capture the semantic similarity and correlation between 

samples, and improve the model’s ability to understand the data. On the other hand, inference algorithms in knowledge graphs can also be 

applied to model training. By inferring relationships and attributes, more background knowledge and prior information can be provided to the 

model, thereby enhancing its generalization ability and adaptability. In summary, the application of knowledge graphs in model training can 

improve the model’s ability to express complex data and prediction accuracy, promoting the development and application of automatic ma-

chine learning systems.

4.4 Model evaluation

In the process of model evaluation, knowledge graphs can be used to evaluate the interpretability and stability of the model. The accu-

racy of the model can be evaluated by comparing the predicted results of the model with the true labels in the knowledge graph. The entity 

and relationship information in the knowledge graph can serve as reference standards to verify and analyze the prediction results of the mod-

el. If the predicted results of the model are consistent with the labels in the knowledge graph, it can be considered that the model has high 

accuracy. The attribute information in the knowledge graph can also be used to interpret and interpret the prediction results of the model. 

For example, for a text classification model, if the model predicts that an article belongs to a certain category, the relevant attributes in the 

knowledge graph can explain that the classification result is caused by specific keywords or other features of the article. This explanation can 

enhance the credibility of the model and enable users to better understand and accept the results of the model.

4.5 Model optimization

In knowledge graph based automatic machine learning, model optimization mainly includes two aspects: model parameter tuning and 

model structure optimization. Based on the relationship and attribute information in the knowledge graph, the parameters of the model can 

be adjusted and optimized. For example, in graph neural networks, by utilizing the node attributes and edge relationships in the knowledge 

graph, the weights and bias parameters of the network can be adjusted to improve the predictive accuracy of the model. The graph structure 

information based on knowledge graphs can also optimize the structure of the model. For example, by utilizing neighboring node information 

in a knowledge graph, more complex feature transfer methods can be designed to further improve the expressive and generalization abilities 

of graph neural networks. Through these model optimization measures, the performance and effectiveness of automatic machine learning 

models can be effectively improved.

5. Conclusion
In summary, the application of knowledge graphs in automatic machine learning plays an important optimization role. By utilizing the 

relationships and attribute information of knowledge graphs, improvements can be made in data preprocessing, feature selection, model train-

ing, model evaluation, and model optimization. These application measures can improve the accuracy, efficiency, and interpretability of the 

model, promoting the development and application of automatic machine learning technology.
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