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Abstract: interactive teaching mode has been widely used in the teaching process of all levels and courses. With the deepening of 
interactive teaching, the restrictions on interactive time, interactive scene, interactive means and other aspects are becoming more and 
more obvious, and the current teaching needs can not be met only by classroom, students, pen and paper, spreadsheet, and slide teaching. 
This paper proposes a teaching framework based on deep reinforcement learning, which comprehensively enhances interactive teaching by 
integrating agents, simulation environment and data dashboard, so that interaction is no longer limited to interaction time, interaction space 
and interaction object, and then improves the usability and applicability of interactive teaching. 
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1. Introduction
Since the birth of alphago in 2016, deep reinforcement learning has attracted much attention and entered the public view. Deep 

reinforcement learning is mainly used to solve sequential decision-making problems, such as: making the next action decision at every 
moment in the game; In supply chain management, purchase decisions are made at each time point (every day or every cycle). In these 
scenarios, it is necessary to select the behavior according to the current or historical data (state), and make the decision of the next behavior 
according to the feedback of the environment (change of state). In deep reinforcement learning, agents gain experience through continuous 
interaction with the environment, and learn from experience which behavior to take in diff erent states to obtain the maximum cumulative 
benefi t. Deep reinforcement learning is not only applied in the fi eld of game AI, but also has been applied in operations research fi elds such 
as delivery lists, logistics path planning, online packing and so on. 

On January 6, 2021, Ke Jie, the world go champion, said in an interview: “now they are basically training with AI, but rarely with 
people.” It can be seen that AI system based on deep reinforcement learning can be applied in the fi eld of teaching or training. Taking supply 
chain management as a case, this paper discusses the application of deep reinforcement learning in teaching mode. In the teaching process of 
supply chain management, the scene of simulated operation is usually introduced to let students experience the process, methods and skills 
of supply chain management. Among them, “beer game” is a famous simulated “game”. 

How does deep reinforcement learning work in such simulated “games”?Simulation “games” with cooperation or competition need an 
excellent collaborator and competitor. An excellent collaborator can improve students’ confi dence and is also the object of study and research 
for beginners; An excellent competitor is not only the goal of students, but also the benchmark to test the level of students. In reality, whether 
students’ peers or opponents are excellent is a matter of luck or probability. Deep reinforcement learning can train one or more agents as 
collaborators or competitors. These agents learn by interacting with a large number of simulated environments, and their ability (performance) 
is tested and verifi ed. Students at diff erent learning stages can even choose diff erent levels of agents to participate in the simulation. That is, 
deep reinforcement learning provides diff erent levels of collaborators and competitors. 

This paper proposes a framework that combines the deep reinforcement learning model with the interactive teaching mode. It solves the 
problem of unbalanced participants in the interactive teaching mode, and provides a theoretical basis and technical framework for the further 
development of interactive teaching. 

2. Deep reinforcement learning
Reinforcement learning is an algorithm that trains agents to learn how to make decisions to maximize cumulative benefi ts / rewards 

through a large number of empirical data generated by interaction with the environment. In reinforcement learning, agents interact with the 
environmental system, that is, they choose a certain behavior to aff ect the environmental system and change the environmental data; The 
agent obtains the benefi ts of this behavior and its visible state data from the environment. 

The core of reinforcement learning is how to determine the next behavior through state data and rewards, that is, learning a function to 
map the state and rewards to behavior, and deep reinforcement learning uses deep neural network to learn the mapping function. Diff erent 
algorithms design diff erent mapping functions and neural network structures to complete agent learning. 

3. Interactive teaching
Interactive teaching was fi rst proposed by palinscar in 1982 and has been applied by teachers all over the world. Interactive teaching 

is a process of interaction, infl uence and exchange between teachers and learners in the teaching process. Integrated teaching refers to the 
integration of theory and practice, teaching learning, learning to do, teaching to do. 

Interactive teaching has achieved remarkable results in practice. Compared with traditional lecture based classroom teaching, interactive 
teaching not only provides students with opportunities to practice, but also increases the communication between teachers and students, but 
it also has some problems: 

1) The teaching eff ect largely depends on the enthusiasm of the participants. If some participants do not cooperate, are not active or 
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have a large level gap, the eff ect will be greatly reduced, resulting in the reduction of other students’ income. 
2) It is impossible to guarantee the amount of practice of individual students. Although teachers carefully design the interactive process, 

the interaction is often unsustainable or repetitive, resulting in insuffi  cient individual training, which is diffi  cult to play the real eff ect of 
interactive teaching. 

3) The role is relatively fi xed. After the interaction starts, once the participants’ roles are determined, their practice behavior will be 
bound to the roles, resulting in the practice training behavior will deviate in a fi xed direction. 

4) It is diffi  cult to achieve ladder. The so-called ladder refers to the design of diff erent interactive processes for students at diff erent 
levels. In practice, on the one hand, it is diffi  cult to actively assess the level of each student, on the other hand, it is diffi  cult to meet the needs 
of each student with time and energy. 

4. Case study
This paper uses the classic case of Supply Chain Management: “beer game” as the research object. The “beer game” simulates the 

inventory optimization scenario in supply chain management, in which four roles are set: manufacturer, distributor, wholesaler and retailer, 
and four participants play these roles respectively. In each round, retailers will receive customers’ commodity demands, which can be 
generated randomly or designated by teachers. Retailers buy goods from wholesalers, wholesalers buy goods from dealers, dealers buy 
goods from manufacturers, and manufacturers produce goods themselves. 

The inventory level of each role determines its cost. The inventory level is calculated as follows: 
Inventory level = existing inventory + goods arrived in the current period – cumulative delayed delivery goods – goods delivered in the 

current period (equation 1)
When the inventory level is positive, each unit of goods will generate inventory cost; when the inventory level is negative, each unit 

will generate deferred cost. 

5. Integrating deep reinforcement learning and interactive teaching
In interactive teaching, the following three basic modes can be summarized: interaction between students, interaction between teachers 

and students, and interaction between students themselves. Students can be collaborators or competitors. They all need to make decisions 
according to the current observed situation. These decisions will aff ect each other and lead to certain results. The relationship between 
teachers and students is generally that of adjudicators and participants. Adjudicators need to ensure that true and suffi  cient information is 
transmitted to all participants. Students’ interaction with themselves refers to updating future strategies by observing historical data, which is 
a one-way interaction. 

This paper proposes a framework of teaching mode based on deep reinforcement learning, which integrates the three modes
1) Agent convergence
Deep reinforcement learning algorithm can train agents to play a role in decision-making. Agents search for the best decision-making 

scheme by constantly trying and obtaining positive or negative rewards in the simulated environment. By setting reasonable rewards, they 
can guide agents to make correct decisions, and then train diff erent levels of agents, who can obtain diff erent amounts of rewards. In the “beer 
game”, agents can play any role, and agents of diff erent levels can control the total cost at diff erent levels. 

2) Simulated environment
Deep reinforcement learning needs to establish a simulation environment for agent training. The simulation environment here realizes 

the complete interactive rules, which can replace the role of the teacher as the adjudicator. As the adjudicator, the simulation environment 
can ensure the correctness of information transmission, and can provide adjudication services for multiple simulation scenarios at the same 
time. With the help of cloud platform, database, data visualization and other technologies, the simulation environment can provide a more 
intuitive, convenient and easy-to-use interface environment. 

3) Data dashboard
The simulation environment will automatically record the interactive data, which will be provided to the agent for training in the early 

stage. The statistics and summary of these data into a visual data dashboard can be used as a powerful basis for data analysis. The data 
dashboard provides historical data statistics of each bureau simulation, which is convenient for students to learn from experience. It is an 
interesting coincidence that agents also analyze and learn from these historical data. The diff erence is that the agent is guided by the rewards 
set in the simulation link; Students learn through statistical analysis tools and experience summary. 

6. Experiment
In this paper, the PPO algorithm based on deep reinforcement learning is used to train the agents of four roles in the beer game. The 

human strategy is used to simulate in the same simulation environment, and the average total cost of 100 rounds is compared between the 
two. 

Cases 1-6 use diff erent random models to generate retailer customer demand. The fi rst three use uniform distribution and the last three 
use normal distribution, and their variance also increases. Experiments show that the cost control of agents is lower than that of human 
strategies in all cases, especially when the variance is greater, that is, the demand changes and fl uctuations are greater, the diff erence between 
the two cost control is greater. 



2472023 Volume 10 Issue 2

Many universities and enterprises have developed the “beer game” simulation environment and confi gured the corresponding data 
dashboard. Most simulation environments provide a simple and easy-to-use graphical interface, and the entry level of operation is almost 
zero; The visualization of various data indicators in the simulation process by the data dashboard provides an intuitive tool and basis for 
students’ subsequent analysis. 

7. Summary
In interactive teaching, the integration of agent, simulation environment and data dashboard enhances the three interactive modes in 

the process of interactive teaching, which makes interactive teaching adapt to diff erent levels of students; It liberates teachers’ repetitive and 
mechanical responsibilities, so that teachers can pay more attention to students and the interaction process; It makes the interaction no longer 
limited to time and space. 
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