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Abstract: Speech signal noise reduction involves speech signal processing technology, which is one of the core technologies in the 
field of information application. Speech signal optimization analysis and processing is also a popular direction in the field of artificial 
intelligence. In this paper, a speech signal optimization processing method based on the recurrent neural network RNN model is proposed for 
the language laboratory recording signal as the research object. The key technologies in the fi eld of deep learning are introduced for audio 
noise reduction processing. By using experimental simulation, the signal-to-noise ratio of the recording signal is improved, so as to obtain a 
more ideal language laboratory recording audio fi le.
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1.Introduction
The recording equipment of the language laboratory undertakes the functions of school foreign language classroom teaching, college 

foreign language public course examination and professional foreign language examination listening recording, which provides a strong 
guarantee for the operation of school foreign language teaching and examination. As we all know, foreign language recording has high 
requirements for audio fl uency, clarity, fi delity, etc. Foreign language laboratories are equipped with professional recording studios and 
recording equipment, which can minimize the impact of noise on audio recording. In the daily recording process, it is impossible to record 
without noise. In the case of good early physical environment noise reduction work, what can be done is to reduce the noise of the recording 
file through post-processing. This involves the audio noise reduction optimization processing algorithm and speech signal processing 
optimization technology.

Figure1  The recording environment of foreign language laboratory

2.Research Method
In the past, we mostly used some common traditional noise reduction methods. For example: sound insulation room, installation of 

muffl  er, sound insulation barrier, vibration reduction, fi ltering, traditional late noise reduction algorithm, etc. Traditional algorithms estimate 
noise by statistics and other methods, and can play a good role in reducing steady-state noise. However, in the case of non-steady-state 
noise, transient noise and other noise types, traditional noise reduction algorithms often cannot play a good role. In recent years, with the 
continuous development of artifi cial Intelligence technology, a lot of noise reduction algorithms based on AI (Artifi cail Intelligence) model 
have appeared in audio processing fi elds such as noise reduction. These AI algorithms have a great improvement in noise reduction ability 
compared with traditional algorithms. In this paper, the RNN cyclic neural network model is used to optimize the noise reduction of the 
language laboratory recording. The audio signal of the foreign language training center is taken as the research object to reduce the noise 
interference.

Compared with traditional noise reduction methods, the process achieved by AI noise reduction algorithm is more accurate, 
more robust, less redundant and more optimized. Common types of artificial Neural networks include Deep Neural Network (DNN), 
Convolutional Neural Network (CNN), and Recurrent neural Network (Recurrent Neural Network, RNN), etc.

The traditional neural network is composed of input layer, hidden layer and output layer. One obvious shortcoming of this neural 
network is that neurons in the same layer do not transmit to each other, which leads to poor performance in audio noise reduction. Because 
in recorded audio, the next word is related to the previous word, and the sentences are related to each other. RNN can let the neurons of 
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the hidden layer communicate with each other and store the output result of the previous paragraph in the hidden layer in the form of 
information. When the next paragraph is denoised, the output of the previous paragraph will also have an impact on it. This transmission 
mechanism of RNN makes the denoised audio statements more coherent and the eff ect more fi delity.

Figure2  A typical RNN network structure
It can be seen from the typical RNN network structure that each neuron of the hidden layer in the RNN network is related to not only 

the signal of the input layer, but also the state of the hidden layer itself. This kind of autoregressive structure is the characteristic of RNN. 
Common RNN networks include LSTM, GRU and so on. The hidden features of each time point in the RNN structure can be extracted not 
only from its own signals, but also from the information of the time points before and after. Therefore, RNN is a commonly used method in 
sequential modeling.

3.Research content
In this paper, the GRU/LSTM model in RNN is adopted. After understanding the basic structure of RNN, let's see how the AI noise 

reduction model is trained. A large number of parameters in the AI model, such as the calculated weight of each neuron in the RNN, need 
to rely on training to get. After several training, the model can fi t the mapping relationship between output and input. Pay attention to avoid 
overfi tting and underfi tting.

AI model training can be classifi ed into supervised training and unsupervised training according to whether there is labeled data. In 
the training of noise reduction model in this paper, supervised training is used, and the method of back propagation combined with gradient 
descent is used to continuously improve the similarity between model prediction and pure speech. This degree of similarity is generally 
expressed by the Loss function Loss. The smaller the loss is, the closer the result obtained by the model is to the pure speech.

Figure3		Audio	noise	reduction	fl	ow	chart
In data preprocessing, pure speech should be used as the target or label, and some noise should be added to the pure speech to generate 

noisy signals as the input of the model. The noise here mainly refers to environmental noise, which is generally additive noise, so when 
preparing training data, it is necessary to prepare a pure speech library and a noise library, and noisy data can be directly obtained by adding 
pure speech and noise signal.

Figure4  Part of the code situation
The rough steps of RNN model noise reduction: the audio signal with noise is transformed by STFT to obtain the signal in frequency 

domain; Frequency domain signal as input, using artifi cial neural network RNN algorithm to obtain frequency domain mask; The frequency 
domain mask is multiplied by the STFT to get the frequency domain signal, and then the frequency domain signal after noise reduction is 
obtained. The frequency domain signal after noise reduction is transformed into the inverse STFT to obtain the relatively pure speech signal 
we need.
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Figure5  Noise reduction experiment results

4.Conclusion
Combined with deep learning algorithm for noise reduction processing of audio in foreign language laboratory, RNN cyclic neural 

network is used for training modeling processing of audio fi les, which can eff ectively reduce the infl uence of noise on audio, and fi nally get 
ideal experimental results. At present, we are in the era of continuous development of artifi cial intelligence, and the integration of artifi cial 
intelligence and all walks of life has become the main development direction in the fi eld of artifi cial intelligence. The rapid development 
of AI technology will drive the increasing scale of intelligent voice application, and effectively promote the practical application and 
development of voice noise reduction algorithm model.
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